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Who am I?
• Reader (associate professor) in computational fluid dynamics
• Based at Imperial College London (UK) in Aeronautics
• Lead of the Turbulence Simulation Group
• French (and British)
• PhD from Poitiers (France)

I study numerically turbulent flows and how to manipulate them to the benefit of society

I use the most powerful supercomputers in the world 



Int”Turbulence is the most important unsolved problem of classical physics” 

Richard Feynman

Turbulence



Turbulence and CFD



Turbulence and CFD



Strategy:

1. Cartesian mesh
2. High-order finite-difference schemes
3. Immersed Boundary Method
4. Spectral solver for Poisson equation
5. 2D Domain Decomposition
6. A zest of numerical dissipation

Xcompact3d



A little bit of history

Incompact3d
➢Created at the end of the 90’s in France
➢Pure Fortran code  
➢Re-designed in 2003/2004 with Fortran 90 and new capabilities
➢Re-designed in 2006 with MPI (1D slabs)
➢Re-designed in 2009/2011 with 2DECOMP&FFT library (2D pencils

Xcompact3d
➢Created in 2019
➢Only one single code for incompressible flows, compressible flows in the low Mach 

number limit and wind farm simulator
➢~40k lines of code (+ ~15k lines of codes for 2DECOMP&FFT)
➢Currently being re-designed for GPUs



Navier-Stokes equations



Compact H-O schemes

✓ Collocated mesh for convective and diffusive terms

✓ Staggered mesh for the pressure treatment

First derivative on a collocated mesh

First derivative on a staggered mesh



Compact H-O schemes

equivalence

Modified wave number

Physical space

Fourier space



2D Domain Decomposition

✓From 1 CPU core to one million CPU cores

✓From 30 million mesh nodes to dozens billion mesh nodes

✓CPU-friendly only (GPU-friendly version is coming soon)

✓2D Decomp & FFT, open source library → http://www.2decomp.org

http://www.2decomp.org/


2D Domain Decomposition

✓Widely used for spectral codes (compatible with implicit schemes in space)

✓Nproc < N2 for a N3 simulations

✓No need to modify derivative/interpolation subroutines

✓Customized global MPI_ALLTOALL transpositions

✓From 30% to 80% in communication (up to 70 transpositions per time step)



2D Domain Decomposition



IBM

➢Forcing term in the Navier-
Stokes equations 

➢Use of a scalar field to 
cancel NS equations inside 
solids:
- 𝜖 = 1 inside solids
- 𝜖 = 0 for the fluid



IBM

-1D reconstructions: cubic spline / Lagrange polynomials
-1 reconstruction per velocity component per direction
-Compatible with 2D domain decomposition
-Compatible with moving objects



IBM



Control Turbulent 
jets



Control Turbulent jets



Control Turbulent jets



Control Turbulent jets



Control Turbulent jets



Control TBL



Control TBL



Control TBL



Control TBL



Control TBL



Control Wind Farm



Control Wind Farms



Control Wind Farms



Control Wind Farms



Control Wind Farms



Tasks for the competition



More information
www.incompact3d.com

https://github.com/xcompact3d
Twitter: @incompact3d

Turbulence Simulation group
https://www.turbulencesimulation.com

http://www.incompact3d.com/
https://github.com/xcompact3d
https://www.turbulencesimulation.com/


Q&A


