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Outline

• What is NWChem?
• NWChem on ARM history
• Experiments with different configurations on Ampere Altra Q80-30
• Comparison of Ampere Altra Q80-30 with Intel Xeon 6148
• Conclusions and future work



3https://www.nersc.gov/assets/Uploads/Hammond-NERSC-OpenMP-August-2019-1.pdf

https://www.nersc.gov/assets/Uploads/Hammond-NERSC-OpenMP-August-2019-1.pdf
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The world into which NWChem was born

• POSIX released in 1988 as IEEE POSICE and ISO POSIX in 1990.
• Fortran 90 was released as an ISO (ANSI) standard in 1991 (1992).
• MPI 1.0 was released at Supercomputing in November of 1993.
• First production version of the Linux kernel was released in In March 

1994.
• OpenMP for Fortran 1.0 published October 1997.
• C++ first released as an ISO standard in 1998.

NWChem 3.2.1 released October 1998 (oldest release I can see in Git)

1992
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On the hardware side…

• Beowulf tools introduced in 1994
• Thinking Machines filed for bankruptcy in 1994
• Cray Computer Corporation (spinoff) went bankrupt in 1995
• Cray Research Inc. bought by SGI in 1996
• MasPar exited the hardware business in 1996
• Meiko folded into Quadrics in 1996

Fujitsu, HP(E) and IBM may be the only continuously operating HPC 
system vendors over the lifetime of NWChem

1992-1996 was rough on vendors



6https://icl.utk.edu/ctwatch/quarterly/articles/2006/05/nwchem-development-of-a-modern-quantum-chemistry-program/

https://icl.utk.edu/ctwatch/quarterly/articles/2006/05/nwchem-development-of-a-modern-quantum-chemistry-program/


7



8



9

Why do we need MPI-based ARMCI? 

• All HPC systems support MPI and all actively maintained implementations of 
MPI support MPI-3, including RMA. No reason to not take advantage of this.
• DOE procurements now require one-sided and multithreaded MPI…

• Low-level networking APIs vary in usability. Reimplementing page-registration 
cache and flow-control is painful. Interoperability with MPI (required by 
ScaLAPACK) is not assured. Some HPC systems do not document or even 
expose low-level networking interface.

• Allows the computer scientists to focus on the more pressing problems like 
heterogeneous execution.



10* Interrupts on Blue Gene, hardware offload mechanism (e.g. smart NIC).

https://github.com/pmodels/casper
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NWChem Software Requirements

• CPU: x86_64, AArch64, PowerPC for sure, others should work.
• GPU: NVIDIA via CUDA and OpenACC.

• GPU: OpenMP 4 offload.

• OS: All Linux-like(Linux, MacOS, BSD).
• Compilers: GCC, Intel, NVHPC (PGI) tested extensively. Others should work.
• Math Libraries: Netlib, MKL, OpenBLAS, BLIS, ARMPL, Apple Accelerate, etc.
• Communication: MPI is assumed.

• MPI-PR works with all known MPI libraries.

• ARMCI-MPI unsafe with Open-MPI. MPICH-based (Intel, MVAPICH2) should be fine.
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Performance Variables

• Compiler optimization
• Primarily atomic integral computations

• Math Libraries
• BLAS
• LAPACK
• math.h/libm

• GA/ARMCI/MPI
• ARMCI vs ARMCI-MPI designs
• MPICH vs Open-MPI RMA designs
• Interprocess I/O scalability in Linux
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Experiments

Dual-socket Ampere Altra Q80-30 (80 cores, 3.0 GHz max)

• Compilers and Math Libraries
• GCC 8.3.1 and OpenBLAS latest
• NVHPC 21.5 and included OpenBLAS

• MPI
• MPICH latest
• Open-MPI latest

• GA/ARMCI
• MPI-PR
• ARMCI-MPI

B3LYP/cc-pVTZ is a common simulation type for molecular simulations that 
is dominated by atomic integral computations, exchange-correlation 
quadrature, and a small amount of dense linear algebra.

These simulations are compute-bound unless something goes wrong.

https://github.com/NWChem/input-generator

https://github.com/NWChem/input-generator
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Descending bars are 10, 20, 40, 80, 160 processes for each binary.

G=GCC
N=NVHPC

A=ARMCI-MPI
P=MPI-PR

M=MPICH
O=Open-MPI
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Performance Analysis

• NVHPC binaries are ~2-7% than GCC binaries.
• This is consistent with the observed impact of compilers in the DFT code with other 

compilers.
• GCC 8 may lack important optimizations for the ARM Neoverse N1 core…

• Open-MPI binaries are ~0-20% faster than MPICH binaries.
• Open-MPI appears to have better shared-memory support in RMA, but we did not 

explore all the tuning parameters (e.g. MPICH used OFI not UCX).
• ARMCI-MPI versus MPI-PR is ±10%.

• MPI-PR computes with 1 less core, which matters at low core counts (e.g. 10).
• MPI-PR will scale better relative to ARMCI-MPI most of the time due to progress.
• ARMCI-MPI with Casper (not tested here) will also dedicate 1+ cores to progress.
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Questions/Comments

https://hpcadvisorycouncil.atlassian.net/wiki/spaces/HPCWORKS/pag
es/2799534081/Getting+Started+with+NWChem+for+ISC22+SCC

Twitter: https://twitter.com/science_dot
Email: jeff_hammond@acm.org
LinkedIn: https://www.linkedin.com/in/jeffhammond/

https://hpcadvisorycouncil.atlassian.net/wiki/spaces/HPCWORKS/pages/2799534081/Getting+Started+with+NWChem+for+ISC22+SCC
https://twitter.com/science_dot
mailto:jeff_hammond@acm.org
https://www.linkedin.com/in/jeffhammond/



